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HIERARCHICAL SEGMENTATION OF SAR PICTURES 

Jean-Marie Beaulieu 

Departement d'Informatique, 
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Canada, G lK-7P4. 

ABSTRACT: 

The segmentation of SAR (Synthetic Aperture Radar) pictures 
is greatly complicated by the presence of coherent speckle in 
the image. The complex structure of the SAR pictures requires 
the utilization of a composite criterion for the segmentation. 
This paper talces advantage of a powerful hierarchical 
segmentation technique based upon step-wise optimization. 
The algorithm could easily be adapted to complex criterion. 
We present a two stage approach. A constant approximation 
criterion is first employed to yield an initial partition of the 
image. Then, a composite criterion is employed to continue 
the merging. The segment means and variances are then 
exploited in the step-wise criterion (segment similarity 
measure). Moreover, the segment shape is employed to reduce 
the formation of random contours. Good segmentation results 
are obtained, and they compare advantageously with other 
segmentation approaches. The algorithm produces a good 
separation of regions, and in the same time, yields accurate 
boundary location. 

I - INTRODUCTION 

A hierarchy of segments can be represented by a 
segment tree in which nodes correspond to segments. Each 
segment sit is linked to segments of the lower level, s/·1, 
which are disjoint sub-sets of Sit, and which are called "sons" 
of Sir·. A picture partition thus corresponds to a sub-set of 
these tree nodes. Starting from the bottom of the tree, an 
agglomerative hierarchical segmentation algorithm climbs up 
the tree by merging similar segments. Different similarity 
measures can be used to decide if two adjacent segments must 
be merged. 

Brice and Fennema [4] use two heuristics, based upon 
information from the segment boundaries, to evaluate the 
similarity of two segments: the phagocyte and the wealcness 
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heuristics. The phagocyte heuristic guides the merging of 
regions in such a way as to smooth or shorten the resulting 
boundary. Two regions are merged if their common boundary 
is wealc and if the segment boundary length does not increase 
too quickly. The wealcness heuristic merges two regions if a 
prescribed portion of their common boundary is weak. The 
phagocyte heuristic is applied first, followed by the wealcness 
one. 

Horowitz and Pavlidis [8] propose a split-and-merge 
approach using a pyramidal data structure. The data structure 
defines the way in which segments can be merged or split. A 
pyramid is a stack of regular picture blocks of decreasing sizes. 
The picture blocks (or segments) of one level are split into 
four regular sub-parts to form the next lower level. A pyramid 
can be regarded as a segment tree where each node 
corresponds to a block of 21r. x 2" pixels. A segment is 
considered as homogeneous if the segment approximation 
error is smaller than a predefined threshold. The algorithm 
consists of 1) merging the homogeneous segments, if the 
resulting segments are also homogeneous, or 2) splitting the 
segments that are not homogeneous into their four sub-parts. 

I j Chen and Pavlidis [SJ employ a statistical decision 
process in the preceding split-and-merge approach. The 
segments of the initial partition are first tested for uniformity, 
and if not unifonn, they are divided into smaller segments. 
The uniform segments are then subjected to a cluster analysis 
to identify similar types which are then merged. 

Beaulieu and Goldberg [1],[2] propose a Hierarchical 
Step-Wise Optimization (HSWO) algorithm, which uses a 
hierarchical constraint to reduce the search space. 11 is shown 
that under this constraint the algorithm produces the best 
picture approximation. The algorithm is designed so as to 
reduce the computing time. Recalculations are avoided by 1) 
malcing explicit the information needed, and 2) updating the 

' only values that are modified by a segment merger. 

The Hierarchical Step-Wise Optimization (HSWO) 
algorithm is first presented in the next section. Then, we 
discuss the construction of complex segment similarity 
measures. The section N presents a two phase segmentation 
approach for SAR pictures. Segmentation results are then 
presented, followed by an evaluation and a comparison with 
an other segmentation technique. 
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II - THE HIERARCHICAL STEP-WISE OPTIMIZATION 
ALGORITIIM 

A hierarchical segmentation algorithm based upon 
step-wise optimization is used in this paper [l],[2]. A segment 
similarity measure, Cij• is defined as the step-wise criterion to 
optimize. At each iteration, the algorithm employs an 
optimization process to find the two most similar segments, 
which are then merged. 

The Hierarchical Step-Wise Optimization (HSWO) 
algorithm can be defined as follows: 

I 

I 
I 

i) 

ii) 

iii) 

Define an initial picture partition. 

For each adjacent segment pair, (S;,Si), calculate the 
step-wise criterion, C;,;; then find and merge the 
segments with the minimum criterion value. 

Stop, if no more merges are needed; 
otherwise, go to ii). 

Different segment similarity measures (step-wise 
criteria) can be employed, each one corresponding to different 
definitions of the picture segmentation task. Constant value 
picture approximation consists in approximating each segment 
by the mean JI-;· The approximation error, H(S;), for each 
segment is the sum of the squared deviations around the 
mean. The goal of picture approximation is then to find the 
partition, {S;}, that minimizes the overall approximation 
error, E H(S;). 

The segment similarity measure, thus, can be related to 
the increase of the approximation error produced by the 
merging of two segments, S; and Sf 

For the case of constant value approximation, we have: 

N1 X NJ 

N1 + NJ 

where N; is the size of the segment S; and /Li is its mean value. 
The utilization of C;,; in the HSWO algorithm ensures that 
each iteration does it best to minimize the overall 
approximation error. 

III - SIMILARI'IY MEASURE 

The HSWO algorithm is now used to segment a SAR 
(Synthetic Aperture Radar) picture where the presence of 
speckle produces an impo~t te~e c?mp?nent. The o~e 
channel SAR picture used m this section IS pr~sented . m 
Figure 1, [7]. This is an airborne X-band radar picture with 
vertical-vertical polarization, 256x256 pixels, and a 5 meter 
resolution. The picture covers a 128 km x 1.28 km area near 
Makofen, in the Federal Republic of Germany. It is an 
agricultural site composed of sugar beet, wheat, winter barley, 
potato, mixed hay and summer wheat, and corn fi~l?5. Good 
results are obtained, which demonstrate the versatility of the 
algorithm. 

The presence of coherent speckle makes the picture 
noisy and greatly complicates the segmentation task. The 
derivation of the best picture model or step-wise criterion for 
this segmentation task seems difficult [3],[6],[11]. An ad-hoc 
approach is employed instead, where the picture 
characteristics are used in a more or less formal way to define 
step-wise criteria. The segmentation task is divided into two 
phases. A simple criterion is employed for an initial partition 
of the picture, then a composite criterion is used for the 
subsequent merging steps. 

The complex structure of the SAR pictures requires the 
utilisation of a composite criterion for the segmentation. 
Zobrist and Thompson [12] point out that human vision 
employs many cues such as brightness, contour, color, texture 
and stereopsis to perform perceptual grouping. They stress the 
limitations of using only one cue at a time for computer 
grouping, and show the importance of studying mechanisms 
that combine many cues. For computer simulation of human 
perception, they derive from each cue a distance function that 
measures the similarity of two scene parts. Then, they perform 
a weighted sum of these distances to obtain a global 
perceptual distance. 

In picture segmentation, an ordering of segment 
descriptions can also be considered [10]. For example, the 
pixel gray level can be employed to form small homogeneous 
regions, then more complex descriptors, such as segment 
contour shape, can be considered for forming larger regions. 
Many segment descriptors, such as contour shape, or higher 
order approximation coefficients, are meaningless for small 
regions and only become useful at a latter stage. In the 
hierarchical segmentation scheme, this corresponds to using a 
simple measure for the first merging steps, then, as we get to 
a higher level in the segment hierarchy, more complex 
measures, involving more complex segment descriptors, are 
introduced. 

k 
IV - SEGMENTATION CRITERION FOR SAR PICTURES 

The proposed segmentation approach is now presented. 
It is composed of two phases. A simple criterion is employed 

· for an initial partition of the picture, then a composite 
criterion is used for the subsequent merging steps. 

First phase: initial se~entation 

The first phase consists in the partition of the picture into 
3000 segments using a simple criterion. The previously defined 
constant approximation criterion is employed. The criterion is 
not applied to the original SAR picture, but instead to an 
averaged version of this picture. The average picture is formed 
by assigning to each pixel the mean value of a 5x5 centered 
window (see Figure 2). The utilization of the average picture, 
by reducing the effect of noise (speckle), results in the divis~on 
of the picture regions into more similar segments. It avmds, 
for example, the division of a homogeneous area into some 
segments which contain only the lighter pixels while the other 
segments are composed of the darker pixels, these two kinds 
of segments being interleaved. Note that, because of memory 
limitations, the picture is divided into four independant blocks 
of 128x128 pixels for the first segment mergers. 
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Second phase: composite criterion 

The second phase employs a composite criterion 
applied to the original SAR picture to continue the merging 
of the initial 3000 segments. The segments can now be 
characterized by their means, J.'i, and their variances, u/, which 
can be exploited in the derivation of a segment similarity 
measure ( criterion). Moreover, the utilization of a segment 
shape parameter can be useful to reduce the formation of 
random contours, an artefact produced by the important noise 
component. Therefore, the employed composite criterion is 
composed of three parts: 

C(composite) = C(constant)xC(variance)xC(shape) (3) 

where C(constant) is the previously defined constant value 
approximation criterion which takes account of the difference 
between segment means and of the segment sizes. C(variance) 
is defined as: 

C(variance) = 1 + I "i - "i I (4) 

where <T· is the gray level variance for segment Si. The 
variance~ of the two segments are employed here in the 
evaluation of segment similarity. If two segments possess the 
same variance, then C(variance) is equal to one, which does 
not affect the composite result. If I "r"i I is equal to one or 
more, then the composite result is multiplied by 2 or more. 
Finally , C(shape) measures the compactness of the segment, 
St, produced by the merging of Si and Si, S.,=Siusi . The 
following definition is used: 

C(shape) = 1 + (l+ux )(l+uy) / N., (5) 

where, 

a 2 - 1 ~ x2 - [_.!.. E x]2 
X Nlc Nlc (x , y cs. (x , y)cS• 

a 2 - 1 ~ y2 - [ _.!.. E y]2 y 
Nlc (x , y •S• Nlc (x,y)CS• 

and where N., (=Ni+Ni) is the size of S., (=SiuSi) . "• and "Y 

measure the pixel dispersion along the x and y axes 
respectively. These values tend to be small when a segment is 
compact . Their product is divided by N., to compensate for the 
segment size. A bias of one is added to "• and "Y in order to 
secure the effect of any one even if the other is null. 

V - SEGMENTATION RESULTS 

The initial segmentation phase is applied to the SAR 
picture, and produces a 3000 segment partition. Then, the 
composite criterion is employed to continue the merging of 
segments. The resulting minimum criterion values, Cmin.b are 
presented in Figure 3, while Figure 4 shows the corresponding 
picture partitions for 25, 37 and 86 segments. For 25 segments, 
the most prominent areas of the picture are correctly 
distinguished, but there remain a number of segments that are 
sub-parts of larger homogeneous regions. Some of these 
segments are marked by dots. They result from variations 
inside the homogeneous regions. These variations can be 

_ _j 

regarded as noise effects and are smaller than the variations 
between the main regions. 

In the 37 segment partition of Figure 4-b, finer picture 
components are considered. A number of the additional 
segments are distinct regions, and are indicated ~y ~ cro~ "~"· 
The other additional segments result from vanations ms1de 
homogeneous regions, some of which are marked by dots. In 
the 86 segment partition, most of the additional segments can 
be regarded as due to noise effects. 

Using the composite criterion in a second phase 
improves the picture segmentation results. Figure 5 shows the 
results obtained by the utilization of the first phase only. The 
segment merging is performed with the constant 
approximation criterion of equation 2,_ until ~artitions ?f 25 
and 37 segments are obtained. One evident difference is the 
occurrence of segments along the region boundaries. For 
example, in Figure 5, many region boundaries, indicated by 
arrows are defined by double contour lines. These double 
lines d~limit an area which must contain the true boundaries . 
However, the previous results with the co~posite criterion 
show better definition of the region boundanes. 

VI - EVALUATION OF SEGMENTATION RESULTS 

The segmentation results are now evaluated and 
compared. Goodenough et al [7] have used the Narendra and 
Goldberg algorithm [9] to segment the same picture. The 
different partitions obtained have been evaluated. An adaptive 
filter is first applied to the picture to reduce the multiplicative 
noise while preserving the edges. Different picture partitions 
result from the utilization of different window sizes for the 
adaptive filter, and different gradient operators and smoothing 
parameters for the segmentation algorithm. 

Two criteria are used to evaluate the resulting picture 
partitions. First, it is determined if the manually defined 
boundaries are present in the segmentation results. From a 
manually draw edge image , a mask is created by thickening 
the edges by + 2 pixels. The mask is applied to each picture 
segmentation in order to retain only the segment contours 
inside the edge mask. This is employed to determine the 
number of manually defined edges that are also present in the 
segmentation results. Only the continuous boundaries are 
counted for a maximum of 41 edges. 

The second criterion evaluates the segmentation 
performance by the total number of segments created within 
known homogeneous fields . Segments inside eleven fields are 
counted for each picture segmentations. Partitions where these 
fields are broken into the fewest number of segments are 
considered to be the best . 

The best picture partition obtained by Goodenough et 
al possesses 32 correctly identified edges, and has 404 
segments inside the 11 homogeneous fields. This partition 
contains a total of 703 segments, and is produced by using a 
llxll window for the filter and a variance operator for the 
gradient image. 



The same evaluation procedure is now applied to the 
results of the HSWO algorithm. A 703 segment partition is 
first used in order to facilitate the comparison. This partition 
possesses 33 correctly identified edges and has 361 segments 
inside the 11 homogeneous fields (see Table 1). The partition 
presented in Figure 4-c is also evaluated. In this case, 29 edges 
are correctly identified and the 11 homogeneous fields are 
split into 52 segments. This partition contains a total of 86 
segments. 

Table 1 : Picture partition evaluation. 

identified segments inside 
edges homogeneous fields ! 

Goodenough et al [7] 
( 703 segments ) 32 404 

HSWO algorithm 
( 703 segments ) 33 361 

( 86 segments ) 29 52 

These last results compare favorably with those of 
Goodenough et al [7]. They can be improved by using more 
appropriate step-wise criteria. The HSWO algorithm has the 
advantages that a partition with the required number of 
segments is easily produced, and that good results are 
obtained even for partitions with a small number of segments. 
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Figure 1 : The SAR picture (256z256 pixels). 

Figure 2 : The average picture calculated with a 5x5 window. 
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Figure 3: Upper bound of the minimum criterion values. 

a) 25 segments 

Figure 4 
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Segmentations of the SAR picture 
with the composite criterion. 

b) 3 7 segments 

c) 86 segments 

Figure 4: (continued) 



a) 25 segments 

b) 37 segments 

Figure 5 : Segmentations of the SAR picture with 
the constant approximation criterion only. 
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